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Abstract. An important realization driving the development of the semantic web is that people are interested in information in order to solve problems. Many researchers have considered techniques for turning information sources into a single database which can then be used for problem-solving tasks. We present a method for integrating problem-solving with information gathering and show that it achieves remarkable efficiency gains.

1 Information gathering in open systems

Information gathering is an important practical problem that arises in particular for information agents on the internet. Most recent work such as Infomaster ([1]) or Infosleuth ([2]) has focused on turning distributed information sources into a single, coherent database that can be used as a basis for solving problems. This is particularly interesting in the context of the semantic web, which provides information in structured form that is easy to assemble.

When considered in an open environment, however, this approach presents two important problems. The first is that there is an unbounded number of information sources, and there is no clear termination criterion that indicates when the database synthesis is complete. The second is that much of the information that is gathered may turn out to be unnecessary to solve the original problem, resulting in low efficiency. Therefore, we believe that large improvements can be obtained by integrating information gathering directly into a problem-solving process. Rather than first obtaining the information and then carrying out problem-solving on that information, we gather information only as required for problem-solving. In this way, we avoid retrieving large amounts of information that plays no part in a solution to our problem, and can instead focus search on those aspects that are critical to the success of problem-solving. Experiments show that we can obtain very significant efficiency gains in this way.

In this paper, we propose constraint satisfaction (CSP) as a problem-solving model. Using CSP as a model for information agents has been introduced in [3, 4] and also in [7] and since used in several operational systems such as [5, 6].
2 Open Constraint Satisfaction Problems (OCSP)
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Fig. 1. Elements of an open constraint satisfaction problem

We consider the setting shown in Figure 1 which reflects the important elements that occur in an open setting. The problem-solving process is modelled abstractly as the solution of a constraint satisfaction problem. The choices that make up variables domains and relations of the CSP are distributed throughout an unbounded network of information servers IS1, IS2, ..., and accessed through a mediator ([8]).

More precisely, the CSP is an open constraint satisfaction problem, defined formally as follows:

**Definition 1.** An open constraint satisfaction problem (OCSP) is a possibly unbounded, partially ordered set \(\{\text{CSP}(0), \text{CSP}(1), \ldots\}\) of constraint satisfaction problems, where CSP\((i)\) is defined by a tuple \( < X, C, D(i), R(i) > \) where

- \(X = \{x_1, x_2, \ldots, x_n\}\) is a set of \(n\) variables,
- \(C = \{(x_i, x_j, \ldots), (x_k, x_l, \ldots)\}\) is a set of \(m\) constraints, given by the ordered sets of variables they involve,
- \(D(i) = \{d_k(i), d_z(i), \ldots, d_n(i)\}\) is the set of domains for CSP\((i)\), with \(d_k(0) = \{\}\) for all \(k\).
- \(R(i) = \{r_1(i), r_2(i), \ldots, r_m(i)\}\) is the set of relations for CSP\((i)\), each giving the list of allowed tuples for the variables involved in the corresponding constraints, and satisfying \(r_k(0) = \{\}\) for all \(k\).

The set is ordered by the relation \(\prec\) where CSP\((i)\) \(\prec\) CSP\((j)\) if and only if (\(\forall k \in [1..m]\)) \(d_k(i) \subseteq d_k(j)\), (\(\forall k \in [1..m]\)) \(r_k(i) \subseteq r_k(j)\), and either (\(\exists k \in [1..m]\)) \(d_k(i) \subset d_k(j)\) or (\(\exists k \in [1..m]\)) \(r_k(i) \subset r_k(j)\).

A solution of an OCSP is a combination of value assignments to all variables such that for some \(i\), each value belongs to the corresponding domain and all value
combinations corresponding to constraints belong to the corresponding relations of CSP(i).

Solving an OCSP requires an integration of search and information gathering. It typically starts from a state where all domains are empty, and the first action is to find values that fill the domains and allow the search to start. As long as the available information does not define enough values to make the CSP solvable, the problem solver initiates further information gathering requests to obtain additional values. The process stops as soon as a solution is found.

The problem solver accesses information on the network through a mediator ([8]). The mediator is a broker (as defined in [9]) that has to fulfill two important functions:

- a directory or yellow pages, it must locate information servers that can supply values that can be used in the CSP that is being solved.
- an integrator that reformulates information from the servers to fit a format required by the CSP.

In order to be generally useable, the mediator must be compatible with any CSP that a user might want to solve. This is achieved through ontologies that define the meaning of CSP variables and values:

**Definition 2.** An ontological grounding of an open CSP $< V, C, D(i), R(i)>$ is a tuple $< O, M_V, M_D >$ where:

- $O = \{ o_1, ..., o_n \}$ is a set of ontologies,
- $M_V$ is a mapping $V \rightarrow O \times C(O) \times P(O)$ that maps each variable $v_j, j = 1..n$ into a tuple $< o_j, c_k, p_l >$ which means that $v_j$ models the property $p_l$ (sometimes called relation in the literature) of concept $c_k$ in ontology $o_j$. Note that the mapping need not be bijective, i.e. there can be several variables that map to the same concept and property.
- $M_D$ is a mapping $V \rightarrow O \times 2^{P(O)}$ that maps each variable $v_j, j = 1..n$ into a tuple $< o_j, \{ c_1, ..., c_k \} >$ that defines the possible values that could be part of the variable’s domain.

The ontological grounding allows the problem solver to define what information is required to fill the different aspects of the problem. It is fixed throughout the problem-solving, and communicated to the mediator either once at the beginning or with each request.

The connection between CSP and information sources is based on its ontological grounding. We make the following assumptions:

- every query for more values refers to some ontology,
- all information sources relevant to an ontology are classified according to this ontology, i.e. an information source that returns values for properties or relations of a concept is indexed under that concept.

We use the technique of [10] to index information sources according to an ontology. In this technique, information servers are classified by the ontological categories of the values they hold.
3 Solving OCSP with information gathering

We now address the algorithms for solving OCSP by search interleaved with information gathering. To keep the algorithms simple, we only consider information gathering for variable domains, not for relations associated with constraints. Techniques exist for transforming discrete CSP into CSP where all relations are a form of equality, so this does not limit generality.

When a CSP has no solution, it is often the case that it contains a smaller subproblem that already has no solution. It will not be possible to create a solution by information gathering unless values are added to variables and relations of that subproblem. This fact can be used to more effectively drive information gathering. The idea is to find a variable that must be part of an unsolvable subproblem as a promising candidate for adding extra values. To develop this into a general and complete algorithm, we need to address two issues: how to identify unsolvable subproblems, and how to select all variables in turn to avoid unbounded information accesses while missing a feasible solution.

The following lemma provides the basis for identifying variables that are part of unsolvable subproblems:

**Lemma 1.** Let a CSP be explored by a failed backtrack search algorithm with static variable ordering \( (x_1, \ldots, x_n) \), and let \( x_k \) be the deepest node reached in the search with inconsistency detected at \( x_k \). Then \( x_k \), called the failed variable, is part of every unsolvable subproblem of the CSP involving variables in the set \( \{x_1, x_k\} \).

**Proof.** In order to reach \( x_k \), the search algorithm has constructed at least one valid assignment to \( x_1, \ldots, x_{k-1} \), so this set of variables does not contain any unsolvable subproblem. However, there is no consistent assignment to \( x_1, \ldots, x_k \), so this set does contain unsolvable subproblem(s). Since the only difference is \( x_k \), \( x_k \) must be part of all of these unsolvable subproblems. \( \square \)

On the basis of this proposition, we can use the results of a failed CSP search process to determine for which variable additional values should be collected. These are then passed to the mediator, which will search for relevant information on the network. When there are no additional values for this variable, the mediator returns a **more** message, and other variables are then considered. The resulting algorithm **fo-search** (failure-driven open search) is shown in Algorithm 1.

Algorithm 1 makes the assumption that variables are ordered by the index \( i \). It assumes that no consistency techniques are used in the search, although the chronological backtracking can be replaced with backjumping techniques to make it more efficient.

It is possible to show the following theorem which proves completeness of Algorithm 1:

**Theorem 1.** Supposed that OCSP is solvable, i.e. by calling **more** on every variable a sufficient number of times we eventually reach an instance CSP\( (j) \) such that for all \( m \geq j \), CSP\( (m) \) contains no unsolvable subproblems. Then Algorithm 1 will eventually terminate with this solution.
1: Function $\text{fo-search}(X,D,C,R,E)$
2: $i \leftarrow 1, k \leftarrow 1$
3: repeat {backtrack search}
4: if $\text{exhausted}(d_i)$ then {backtrack}
5: $i \leftarrow i - 1$, reset $\text{values}(d_i)$
6: else
7: $k \leftarrow \max(k, i), x_i \leftarrow \text{nextvalue}(d_i)$
8: if $\text{consistent}([x_1, ..., x_i])$ then {extend assignment}
9: $i \leftarrow i + 1$
10: if $i > n$ then
11: return $[x_1, ..., x_n]$ as a solution
12: until $i = 0$
13: if $v_k = \text{closed}$ then
14: if ($\forall i \in 1, k - 1 \cap v_k = \text{closed}$ then
15: return failure
16: else
17: $nv \leftarrow \text{more}(x_k)$
18: if $nv = \text{nomore}(x_k)$ then
19: $v_k \leftarrow \text{closed}$
20: $d_k \leftarrow nv \cup d_k$
21: reorder variables so that $x_k$ becomes $x_1$
22: $\text{fo-search}(X,D,C,R,E)$ {search again}

Algorithm 1: Function $\text{fo-search}$ for solving OCSP.

4 Experimental results

We tested the performance of the techniques we described on randomly generated resource allocation problems.

We compare the performance of different combinations of algorithms in the mediator and the problem solver. For the mediator, we consider a random selection of any information source that has the right property and concept, and size where information sources are additionally ordered by the number of values they carry.

For the problem solver, we consider three algorithms, OS for search where variables for information gathering are selected randomly, FO for fo-search defined earlier, and ICSP for the interactive CSP algorithm defined in [12].

Several metrics for measuring performance have been developed in the field of database selection ([11]). We measure performance by the ratio:

$$R = \frac{\text{Number of variables of the CSP}}{\text{Number of access to IS until a solution is found}}$$

Since each variable must have at least one value, solving the CSP requires at least one information source access per variable, so that the ideal value for $R$ is 1. Smaller values of $R$ mean low efficiency. We consider that $R$ provides a good measure of the relative amount of information gathering effort generated by the two methods, but does not take into account possible parallelization or buffering,
Figure 2 plots the efficiency ratio against the average number of values available for each variable for a setting in which there are a total of 12 information servers. The more values there are for each variable, the easier the problem is to solve, and we can see that the average efficiency in general increases with the number of available values. The simulations show that integration produces huge efficiency gains over current methods that access all servers beforehand; their efficiency would only be 1/12, whereas with integration we obtain efficiency ratios close to the theoretical optimum of 1. Furthermore, the gains would grow as the numbers of servers increases, thus making it a good tool to improve scalability. It can also be seen that the ICSP algorithm, in spite of integrating problem solving with information gathering, is not nearly as good as the search methods we presented here.

5 Related work

Within the CSP community, the work that is closest to ours is interactive constraint satisfaction (ICSP), introduced in [12]. Similarly to our work, in ICSP domains are acquired incrementally from external agents. ICSP focuses on settings where value acquisition can be strongly directed using constraints, but does not have an efficient and complete method for deciding what values to gather next. As a result, its performance in an open environment is actually very poor. Using CSP as a model for information agents has been introduced in [3,4] and also in [7] and since used in several operational systems such as [5,6]. However, this earlier work does not consider information gathering in a network of servers.
Information integration has been studied by database researchers for a long time ([13]). With the increased use of networking, and particularly the internet, projects such as TSIMMIS ([14]), Infomaster ([1]), and others have addressed dynamic integration of information in order to make the distributed network of information sources appear as a single database. InfoSleuth ([2]) has built a more elaborate infrastructure using information agents that not only integrate information, but can also provide proactive services such as subscriptions and change notifications. Our work assumes the availability of such techniques in order to transform the results of information sources into the format required for problem solving.

Another important topic is how to locate information sources that are capable of answering queries. In this paper, we assume an ontology-based classification similar to that of [10]. However, the matchmaking process can get significantly more complex. The Information Manifold ([15]) has shown that query planning techniques can be used to combine information from different information sources to obtain arbitrary relations, and this would be a useful extension to our work.

Another important issue is actual matchmaking. Decker and Sycara ([9]) investigate the efficiency of middle-agent systems, and Sycara ([16]) elaborates on their use as information agents. Techniques such as LARKS ([17]) show that much more complex matchmaking than ontology-based classification is possible, and it would be possible to derive such criteria from the problem-solver as well.

Recently, researchers in information retrieval have paid more attention to driving information retrieval from the task that users are trying to solve. Systems such as Watson and I2I ([18]) and just-in-time information retrieval ([19]) automatically retrieve information from databases, mail archives and other information sources by matching it with keywords that occur in the current activity of the user - for example, a document being prepared.

6 Conclusions

We have investigated how to integrate information gathering in a constraint satisfaction problem solver in order to increase the efficiency of accessing information servers. Assuming an information agent infrastructure that corresponds well to what is envisaged for the semantic web, we have shown experimentally that such integration leads to significant efficiency gains.
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